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Abstract

In this paper, we will survey a particular class of continuous-time stochastic control
problems which are time inconsistent. With time inconsistency, we will see that
the Bellman optimality principle — which is the standard idea used to deal with
stochastic control problems — will no longer be valid. Therefore, to solve a time-
inconsistent stochastic control problem, we have to consider a different approach.
One such approach that we will study is based on some of the concepts of game
theory. More precisely, we will be looking for Nash subgame perfect equilibrium
points for our problem. To determine such an equilibrium point (or strategy), we
will make use of an extended version of the standard Hamilton-Jacobi-Bellman
equation. In particular, we will use it to find an equilibrium strategy for a variant
of the traditional problem presented in the Modern Portfolio Theory — which we
will formulate in a continuous-time and dynamic setting. Finally, we will show
how to derive an equivalent time-consistent formulation to our time-inconsistent
problem.
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1 Introduction

One of the most important and enduring problems in finance relates to the con-
struction of a portfolio with a certain risk-return profile. This is a difficult task
not only because of the sheer number of securities that can be included in a port-
folio but also because the returns on those securities at any given time are random
variables. This, in turn, presents an additional difficulty as we will be required to
build models for the returns on those securities. However, even if the returns were
to be modelled accurately, the investor still faces the task of choosing the weights
of the securities in his/her portfolio to achieve the expected return he/she seeks
given the risk level that he/she is willing to undertake over a given investment
period.

Of course, the complexity of the problem has prompted several economists, finance
analysts and mathematicians to investigate the “ideal” way on how to construct a
portfolio. Indeed, the literature on the subject is very rich and broad with different
approaches being suggested. One such approach is the Modern Portfolio Theory
(MPT) which was proposed by the economist Harry Markowitz [1] in 1952 and for
which he was awarded the Nobel Prize. The MPT is definitely one of the most
famous theories in finance which, to a large extent, is due to its simplicity and
intuitive approach to building a portfolio.

In his work, Harry Markowitz assumed, quite reasonably, that investors are risk-
averse — which loosely speaking means that investors shy away from taking on
risk. Thus, given the same expected return, investors would prefer an asset which
is less risky over a more risky asset. Therefore, Markowitz proposes a methodol-
ogy whereby to build a portfolio, an investor should set an expected return that
he/she is aiming for and find the corresponding weights of the different securities
in his/her portfolio such that the risk undertaken is minimised.

Mathematically speaking, this is a constrained optimisation problem whereby we
are trying to find the weights of the different securities which result in the least
risk given a prescribed expected return level. It should also be clear that we have
one additional constraint which is that the weights of the securities should add up
to one. Equivalently, the investor could set the risk level he/she is prepared to
accept and then maximise the expected return on his/her portfolio.

While Markowitz’s Modern Portfolio Theory has revolutionised the way that we
think about portfolio construction, its limitations must, however, not be over-
looked. First and foremost, for the constrained optimisation problem to make
sense, we need to find a metric to measure how risky our portfolio is. In Markowitz



view — and as is the general view in finance — risk is measured by the variance of
the returns of our portfolio. This, in itself, is a major assumption and its accurate
estimation using historical data can be fiercely debated; and thus raising questions
as to whether this methodology is reasonable. This is why different metrics, most
notably the Value-at-Risk, have been considered (Brachinger [1999] [2], Sentana
[2003] [3] and Byrne & Stephen Lee [2004][4] to mention a few). However, since
the choice of metric is not the focus of this paper, we will therefore assume that
the variance of the returns depicts accurately the risks in a portfolio.

One of the most important drawback, however, is that the constrained optimisa-
tion problem stated above is a static one. What this means is that our optimisation
is over a single time period [0, 7] and that the optimal weights found at time ¢ = 0
will be used only once throughout the interval [0, 7. It is clear that this is a major
drawback and is highly unrealistic in practice as investment managers/investors
actively manage their portfolio and do not simply choose the weights of the secu-
rities at time ¢ = 0. Indeed, as time goes by, it is more realistic and advantageous
for investment managers to react to the additional information that they have
gathered rather than not doing anything at all.

One of the ways to address the above problem is to change the static Markowitz
formulation into a dynamic one. This was famously done in the discrete setting
by Hakansson [1971] [5] and Samuelson [1969] [6]. However, given that the present
technology allows for High-Frequency Trading, it seems more appropriate and re-
alistic to formulate our problem in continuous time rather than in discrete time
(see Merton [1969] [7] and Bajeux-Besnainou & Portait [1998] [8]). What this
means is that instead of solving only one constrained optimisation problem, we
will solve the problem “continuously” at every time t € [0, 7] conditional on the
additional information that we have gathered up to that point in time. We will
then use the “optimal” weights that we have found to rebalance our portfolio at
every time t € [0,7]. This, of course, is very similar to the approach proposed by
Bajeux-Besnainou & Portait [1998] where continuous rebalancing was also allowed.

Naturally, when we formulate our problem in the continuous and dynamic setting,
the degree of risk-aversion of the investor will not be required to be static (as in
the MPT) and can change depending on factors such as the current wealth and
the remaining time in his/her investment period. In effect, this means that when
we formulate our problem, we will allow the investor’s preference/risk-appetite to
change over time.

Our aim will then be to find an optimal control law which, in our case, represents



the proportion of our wealth that we should invest in the risky asset at any given
time and wealth level. However, it turns out that our optimisation problem suffers
from time inconsistency which means that the traditional concept of optimality
will no longer apply. Moreover, this will also mean that we will not be able to use
the standard Hamilton-Jacobi-Bellman (HJB) equation to solve our problem. So,
we will need an alternative angle to tackle our problem.

The alternative that we will consider is the game theoretic approach which has
been discussed in detail in the works of Ekeland & Lazrak [2006] [9] and Ekeland
& Privu [2007] [10]. In particular, to solve our problem, we will make heavy use
of the concept of equilibrium control and the extended HJB equation which was
introduced and defined rigorously in those papers. In short, our problem will be
viewed as a series of games whereby at every point in time, the player is allowed to
choose a control. The key to solving the problem will then be to, loosely speaking,
try to find the control law which will result in a subgame perfect Nash equilibrium.
The control found is what we will call an equilibrium control — which is what we
will attempt to solve for in this paper.

To achieve that, however, we will first need to study the Markowitz formulation,
discuss its limitation and develop an intuition on how to formulate a similar prob-
lem in continuous time and in a Black-Scholes economy. This will be done in
section 2 and 3. We will then move on to section 4 where we will discuss the issues
that our formulation faces — the main one being time inconsistency. In section 5,
the equilibrium controls for our problem will be derived. Finally, in section 6, we
will construct a time-consistent formulation for our time-inconsistent problem.

2 An overview of the Modern Portfolio Theory

Before presenting the ideas of the MPT, let us first state some of the assumptions
involved in the model. So, we will assume that the investor is risk-averse and has
an investment period of [0, 7], where T > 0. Moreover, suppose that we are in
a frictionless economy where there are n € Ny risky assets from which we can
build a portfolio. Let us denote the value of those risky assets at time ¢ € [0, 7] by

Si(t), -+, Sy(t) respectively, which of course are non-negative random variables.
Then, we can define the single-period return on asset i € {1,--- ,n} over [0,7T] as
Si(T) — 5i(0)
R(T) = ——F—+—.
=750

To build a portfolio, we have to choose which assets to include and in what pro-



portion to include them. In other words, we have to choose the weights of each of
the n risky assets in the portfolio. However, the caveat here is that we can choose
the weights in the portfolio only at time ¢t = 0. So, suppose that we buy/short
A; € Rof asset i € {1, -+ ,n} — assuming that the assets are perfectly divisible —
at time ¢ = 0. Therefore, the value of our portfolio at any time ¢ € [0, T], denoted
by X (t), is given by:

X(t) =) ASi(t).
i=1
Thus, the one-period return over [0, 7] on the portfolio is given by:

2 ASHT) = Y0 ASi(0)
a > e AiSi(0)

_ i AdfSi(T) — Si(0)]
> ey AiSi(0)

A;S;(0)
J

R(T) :

n

:Z S A;85(0)

Therefore, the one-period return on the portfolio over [0, T'| is actually the weighted

average of the single-period returns on each risky asset over [0, 7] with the weight
: o A;Si(0) :

of asset ¢ € {1,--- ,n} being given by w; := —5————— . Moreover, notice that

- 2-14455(0)

1=i(T)

we have > " w; = 1.

Now, suppose that E[R;(T)] = u; € Ry and that Cov[R;(T), R;(T)] = 04; €

R, where 7,7 € {1,---,n}. Therefore, if we define w’ := (wy, -+ ,w,), p’ =

(pa, - s fin)s 2ij := 045 and RT := (Ry(T), -+ , Ry(T)), then we can calculate the
expected value [I1], denoted by iy, of the portfolio return at time T as follows:

pw = E[R(T)]
= Z wiE[R;(T)]

=wlp.



The variance [12], denoted by o2, of the portfolio return at time 7" is given by:

04 = Cov[R(T), R(T)]
= Covlw' R,w' R]
= w!Cov[R, Rlw

=w Xw.

Having shown the preliminary results on how to find the expected value and vari-
ance of the portfolio return at time 7" for a certain weight vector w, the question
we face now is how to choose the weights in order to meet a given objective.

Before formulating the objective as proposed by Markowitz, it is necessary to
understand how to rank two portfolios with different weights in the Markowitz
mean-variance sense [13]. So, suppose we have two portfolios A and B with the
weights of assets at time ¢t = 0 being w and w’ respectively. Then, we say that we
prefer portfolio A to B in the mean-variance sense if [ty > iy and O"QN < 03,, with
at least one strict inequality.

As was mentioned above, the variance of the returns is a measure of the risk
associated with a portfolio. Therefore, what the above definition suggests is that
a risk-averse investor will always prefer a portfolio A over a portfolio B [14] if:

1. Portfolio A has an expected return at time T at least as high as portfolio B
given that it is also strictly less risky than portfolio B.

2. Portfolio A has a strictly higher expected return at time 7" than portfolio B
given that its risk is at most at the same level as portfolio B.

This order preference of portfolios above brings us to the definition of efficient
portfolios — which is what Markowitz aims to find. So, a portfolio A is said to be
efficient if there is no other portfolio B such that we prefer B to A in the mean-
variance sense as described above [15]. Using the definition of the order preference
of portfolios given above and that of efficient portfolios, it should be clear that
the objective of the MPT is then to find those portfolios that give the highest
expected return for a given risk level. Alternatively, from the definition, this is
also equivalent to finding those portfolios which are the least risky for a given level
of expected return.

Having found the efficient portfolios, we can then plot the highest expected return
attainable for each level of risk associated with a portfolio. This is more commonly



known as the efficient frontier.

Of course, the above problem has been extended to include a risk-free asset in the
economy, but we will not go into further detail about these extensions in this paper.

So, mathematically, to find the weights of an efficient portfolio associated with an
expected return of r* € Ry at T, we need to solve the following problem [16]:

min Var[R(T)],

weRn?

s.t. E[R(T)] =r* and Zwi =1
i=1

Alternatively, to find the weights of an efficient portfolio associated with a pre-
scribed risk level (6*)? € Ryg at time T, we need to solve the following problem
[17):

max E[R(T)],

weR™

s.t.Var[R(T)] = (¢*)* and Zwi =1

While the above formulations both yield efficient portfolios, we will focus more on
another equivalent formulation [I8] which will prove to be more useful when we
present our formulation of the continuous (and modified) version of the Markowitz
problem. This is given as follows:

max E[R(T)] — AVar[R(T)], (1)

weR™
n
i=1

In the above formulation, A is a positive real number (as investors are assumed
to be risk-averse) and is commonly referred to as the Arrow-Pratt risk aversion
index [19]. This is used as a measure of risk-aversion of an investor and intuitively
reflects the trade-off between risk and reward that an investor is willing to accept.
Indeed, the higher the Arrow-Pratt risk aversion index is, the more risk-averse the
investor is and vice-versa. This can be easily seen from (I) above, as the higher
that A is, the more will our objective function be penalised - as variance is always
non-negative.

Before moving on and using a variant of (f) to formulate the dynamic and con-
tinuous version of our problem, we must first ensure that solving (1) is indeed

10



equivalent to the initial Markowitz constrained optimisation problem. This is
proved below.

Proof. Consider a fixed A > 0 and suppose that by solving the constrained optimi-

sation problem (), we obtain the following optimal weights w} = (wf ,--- ,w} )7

So, we have to show that there is no other portfolio with different weights such
that we prefer it to the one with weight vector wy.

First of all, notice that w} is admissible as the sum of the individual weight com-
ponents of wj is equal to one.

Now, suppose that w = (wy, - -+ ,w,)", where wy, - -+ ,w, € R, such that Y )" | w; =
1. Then, by the principle of optimality, we have:

E[Ruws (T)] — AVar[Rys (T)] > E[Ry(T)] — AVar[R,(T)]

&=
=
g
>*
=
|
=
=
£
=
v

MVar[Ruys (T)] — Var[R,, (T)]}
= Py = Haw = )\{0121;; — o} (1)

We will now prove our claim by contradiction. So suppose that we prefer the port-
folio with weight vector w over one with weights given by w} in the mean-variance
sense. Therefore, we must have Pt < flaw and va < afvj\ with at least one strict
inequality.

Suppose in the first instance that prws < i, and o, < afu;. So, from (f) above,
Pawy, — Ha = )\{0120; — 02} > 0. So, Py — Haw > 0 <= s >y — which is a
contradiction.

On the other hand, suppose that ji,y < p and o2 < 0121,;. Then, using (1) again,
we have Mo, — 05} < g — ptw < 0. Since, A > 0, we have o7, < o7,. This of
course is a contradiction.

In the case where jiyps < iy and o, < 03,; holds, the contradiction is obvious.

Therefore, we must have that the portfolio with weights w3 at time ¢ = 0 must
indeed form an efficient portfolio.
O

So, by solving the formulation (I), we know that we will get an efficient portfolio
provided that it exists for a given A > 0. Notice that different values of \ will

11



correspond to expected returns and variances of different efficient portfolios [20].

It must be noted that the formulation () can be thought to be a slight simpli-
fication of two formulations initially presented as we have one less constraint to
deal with — the preset expected returns at time 7" in the first case and the preset
variance at time 7" in the second case. This type of formulation, although equiva-
lent to the first two formulations, is therefore easier to construct and to deal with.
In fact, when moving to the continuous and dynamic setting, we will also benefit
from this advantage; which is why we will make use of a formulation akin to (1)
when presenting our problem.

3 Log return Mean-Variance Portfolio Theory

As we have seen above, the traditional MPT problem is a single-period one. As
such, we are solving a single optimisation problem at time ¢ = 0 and use the cor-
responding optimal weights to build our portfolio at time ¢ = 0. Then, from ¢ =0
onwards till ¢ = T', the portfolio will be left undisturbed. Clearly, this is highly
unrealistic in practice, as portfolio managers constantly rebalance their portfolios
to try to meet their specific objectives.

So, it is clear that we need to move in a dynamic setting to better represent real-
ity. Moreover, we will assume that we are in a continuous time setting. Of course,
this is not exactly accurate; but then again, it is not entirely unrealistic given the
popularity of High-Frequency Trading in the financial industry. So, operating in
continuous time and in a dynamic setting gives us the possibility to adjust the
weights of the assets in our portfolio at any moment in time. Obviously, our aim
will then be to adjust those weights optimally given what we know now and have
already seen in the past. This is the motivation for our problem. However, before
delving further into it, we will first state our assumptions.

We will assume a frictionless and complete market similar to the Black-Scholes
setting (including the filtration) whereby there are only two assets: a stock which
is risky and a bond which is risk-free. Furthermore, we assume that the risk-free
rate is given by r € Ry and that the dynamics of assets are given by:

dSt = ,UStdt + O'Stth and dBt = TBtdt.

In the above, S; and B; represent the prices of the stock and of the bond at time
t respectively; while W, represents a Wiener process. Also, we have u,0 € R.,.
Since the stock is a risky asset, we expect p to be greater than r. We will therefore

12



assume this to be true in this paper.
We will now move on to construct a self-financing portfolio out of those two assets.

So, suppose that at any time t over a period [0, T], our wealth/portfolio is valued
at Y (t) € R and that we hold A(t) € R stocks. Then,

Y(t) = A()S, + (M> B,

B,
Y(t) — AD)S,
A (£) = A [pSudt + oS dW,] + [V (1) — A(t)Si]dt
AV (8) = [PY (£) + (1 — ) AD)S]d + [oA () S, (1)

Now, in the traditional Markowitz formulation, the return used is a discrete-period
one. Moreover, the return is not annualised which means that it does not take into
account the length of the investment horizon. To remediate this issue and given
that we are operating in continuous time, it makes sense and is actually advan-
tageous for us to instead use the annualised log-returns when defining our problem.

Thus, let us define by R(t) the annualised log-return on our portfolio over the
interval [¢,T]. Thus,

1
T—1

R(t) =

g {Y(T)} 1

Notice that given our definition of the annualised log-return R(t), the latter will
only make sense if and only if our wealth process is always positive. Thus, if we
are to use R(t) in our model, we are implicitly implying that our wealth can never
be negative. However, since Y () is governed by the SDE given by (1) above, there
is no reason why it should always be positive for any A(t). Therefore, to explicitly
ensure that our wealth process is always positive, we will assume that at every
point in time, the value of stocks we hold in our portfolio is proportional to our
current wealth. To that end, we will denote by u; the proportion of wealth that
we hold in stocks at time ¢.

On a more intuitive level, the proportionality assumption is explained by the fact

that should the wealth of a risk-averse investor ever reach zero, then to avoid the
possibility of it going negative, it makes sense for him/her not to hold any risky

13



asset. Therefore, by holding stock value proportional to our wealth, if the latter
reaches zero, then we will not have any position in the risky asset. In fact, as
we will show below, this assumption will actually ensure that our wealth always
remains positive provided that the investor starts with a positive wealth.

So, let us assume that at any time ¢ € [0, 7] that the value of stocks that we hold
is proportional to our wealth i.e. A(t)S; = w,;Y (t), where (u;)o<i<r is a real-valued
process. Then from (1) above, we get:

dY (t) = [rY (t) + (. — r)A(t)S;]dt + [0 A(t) S| dW,

!

dY (£) = [rY () + (1 — r)uY (£)]dt + [ousY (£)]dW,

!

dY (t) =Y (t) {[r + (& — r)ug)dt + [ow,]dW, }.

The solution to the above SDE is given by the Doléans-Dade exponential [21].
Therefore, our wealth at time 7" starting at time ¢ € [0, 7] is given by:

T o202 T
Y(T) = Y(t)exp{/ 4 (—1)us — 5 s ds+/ U dWS}.
t t
Notice therefore that if we assume that A(t)S; = u;Y (t), then if we start off with
a positive initial wealth i.e. Y (0) > 0, then our wealth process will always be
positive — which is what we wanted. This implies that X (¢) := log[Y (¢)] is a well
defined process and can be calculated to be:

o?u?

log[Y(T')] = log[Y (¢)] +/t r+ (p—r)us — 5 * ds +/t ous dWy

T 022 T
:>X(T):X(t)+/ 4 (u—r)us — 25ds—|—/ ous dWy
t t
02ut
= dX(t)=|r+ (p—r)u — 5 dt + [oug] dWs.

Notice that we have assumed that (u;)o<;<7 is a regular enough process for the
above derivations to hold. As we shall see in the next section, we will assume that
u; = u(t, X(t)), where u : [0,7] x R — R is a deterministic function. For the
time being, however, it is only necessary to note that u; will serve as our control
at time ¢t and more generally, we will assume that the control process lives in a
suitable space U and takes values in the restricted subset U C R.

14



So, from the above, we have that X (t) is given by:

o?u?

T T
X(T):X<t)+/ T4 (p—r)us — 28d8+/ ous dW, .
t t

Therefore, if we suppose that u; is a deterministic function of time only i.e. u; =
u(t), then the distribution of X (7") given X (t) = 2 € R is given by:

X(T) |xy=a ~ N <x + /tTr + (p— r)u(s) — @ ds,/tT o?u?(s) ds)

Having ensured that R(t) is now well defined over [0,77], let us now return back
to our objective. In a similar fashion to the discrete case, we wish to minimise the
variance of the annualised log-return on our portfolio given a prescribed level of
expected return. This is of course equivalent to maximising the expected return
on our portfolio given a certain risk level because of the ranking methodology of
portfolios that we discussed before.

Notice that since we are now operating in continuous time, our risk-preference
can also change as time goes by. Therefore, instead of using only a constant and
positive risk aversion index A as in the Markowitz formulation, we can now use a
positive function A(¢,x) to reflect our changing risk-preference. Note that while
the risk aversion index depends on a number of factors in reality, we will assume
in this paper that it depends on where we are in our investment horizon [0, 7] and
our current log-wealth.

Our problem is thus to find the control law which solves the following optimisation

problem:
max E, ,[Rr] — A(¢, x) Var, . [R(T)],

uel

st dX (1) = [r (1= ) — 222 dt + [ou] dW.

We will now simplify our objective function above and represent it in standard
formulation — which will be useful when we present the extended HJB equation in
the next section.

So. B4, [R(T)] = gy{BeslX()] = Bl X(O)) = (B (X (7)) =), by simple
inearity.

Also, Vary,,[R(T)] = Vary,, {5 [X(T) = X(1)]} = b {Eoa X2(D)] — (Beal X (7))},

15



Therefore, our objective function which we will henceforth denote by J(t, z,u),
where (¢, x) is our starting point and w is a control law, is given by:

1 (
J(t,2,0) = o {Eo[X(T)] — 2} — T -2 {Em [X3(T)] = (B[ X(T)))°} -
Our aim is therefore to find max, J(t, z,u) for every (¢,z) € [0,7] x R given our
SDE of X (t) above. This, of course, is mathematically equivalent to solving the
problem given below:

max Ey,[(T = ) X(T) = A(t,2) X*(T)] + A(t, ) (Beo[X(T)])?, (1)

ueU

s.t. dX(t) = [r + (o —r)ug — dt + [ous) dW;.

Presented in the above form, it is clear the above closely resembles a standard
stochastic control problem. However, unlike the standard stochastic control prob-
lem, in this case, we cannot make use of the standard HJB equation to derive an
optimal control law. This is because the problem outlined above turns out to be
time inconsistent. This, in turn, makes the concept of optimality very problematic
and thus requires a different approach to solve as we will see in the next section.

4 Stochastic Control and Time Inconsistency

In the standard stochastic optimal control problem [22], we are faced with problems
of the following form:

T
max E;, {/ C(s, X! us)ds + F(X7) |, ()
t

ueU

where u; is the control process and X}' is a controlled Markov process taking real
values which is governed by the following SDE:

dXZL = :u(t> Xtua ut)dt + J(ta Xtu> ut>th; Xt = T. (**)

In the above, u(t, X}*, u;) and o(t, X}, u;) are both real-valued functions and W} is
a Wiener process. Moreover, from (x), the function C(¢, X}*, u;) is often called the
running reward/penalty and in the standard formulation of a stochastic control
problem, this is allowed to depend on the time ¢, the controlled process at time
t i.e. X} and the control itself at time ¢ i.e. w,. Notice, however, that the be-
quest/terminal reward represented by the function F(.) is only allowed to depend
on the terminal value of the controlled process i.e. Xf.

16



As far as the controls are concerned, we will be using only admissible feedback
control laws [23]. By feedback control (or Markovian control), we mean that the
control at time ¢, where X} = x, is given by wu(t,z), with u(.,.) being a deter-
ministic real-valued function. By admissible, we mean that u(t,z) € U for every
(t,xz) € [0,T] x R and that the SDE (xx) corresponding to the control law w(¢, X;)
admits a unique strong solution for every starting point (s,y) € [0,7] x R. The use
of feedback controls is an important assumption not only in the standard formu-
lation of the stochastic control problem but also in a more general setting, which
we will present later in this section, as it helps our model to maintain a Marko-
vian structure [24]. Without this crucial assumption, all the results presented in
this paper would be invalidated. In fact, getting any useful results at all without
this assumption becomes incredibly hard (see Bjork [2010] [25] for more detail).
Therefore, in this paper, we will consider only admissible feedback control laws.

Now, in the standard stochastic problem problem, our aim is to solve (x) for every
starting point ¢ and every initial value = of the controlled process X}*. Intuitively,
it would seem reasonable for us to expect that the optimal control law would
be different for every starting point and initial wealth (¢,z). However, it turns
out that problems of this form have the time consistency property. What this
means is that no matter where we start and what our initial wealth is, the optimal
control law stays the same. So, the optimal law on [0, 7] will still remain optimal
when restricted to any other interval [t, T], where ¢t < T' [26]. Mathematically, if
we denote the optimal control at (s, X,) when starting at (¢, 71) by uf ,, (s, X;)
and the optimal control at (s, X,) when starting at (tz, z2) by wj, ,, (s, X;), where
0 <t <ty < s < T, then we say that the standard problem has the time
consistency property[27] if:

u;fkhxl ($7X5) = u;sz,azz(SaXS)? t2 § S S T

Notice that this means that we only need to solve the problem at time ¢t = 0 to
get the optimal control law over any other sub-interval [t, T],¢ < T.

The time consistency property as described above is a direct consequence of the
Bellman optimality equation [28], which in this case can be summarised as follows:

ueU

H(t,z) =sup E;, {/ C(s, X2, us)ds + H(r, X;‘)} ,
¢

where the above holds for all (¢,z) € [0,7] x R and all stopping times 7 < T,
and where we have H*(t,z) = E;, [ftT C(s, XY, ug)ds + F(X};)] and H(t,z) =
sup, H"(t, z).
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Thus, the optimal control law starting at (¢, ) coincides with the same optimal
control law starting from (7, X ) for every stopping time 7 — in other words, we
have time consistency.

To be able to derive the Bellman optimality equation above and have time consis-
tency, we need our problem to be in the standard form. The main reasons as to
why the standard problem has the time consistency [29] property are as follows:

1. The running reward/penalty C(s, X!, us) is not allowed to depend on our
starting time ¢ and our initial wealth x.

2. The bequest/terminal reward is not allowed to depend on (¢, z).

3. Most importantly, however, the terminal reward is of the form E; ,[F(X})].
Then, the Bellman optimality equation can then be derived from the tower
property. In particular, we are not allowed to have a term in the form
G (E;,[X}]), where G(.) is a non-linear function. This is because we cannot,
in general, apply the tower property for any non-linear function G(.) and any
random variable X¥. More precisely, E. xu[G (E;,[X¥])] # G (E; xu[X%]) in
general.

Notice that for our problem (}) presented in section 3, we can define H*(t,z) :=
Eeo[(T—8)X(T) = \(t, 2) X2(T)]+ A(t, z) (B[ X (T)])>. We can see that our termi-
nal reward/penalty is a function of (¢, x). Moreover, we have a non-linear function
G(t,z,y) = A(t,z)y* acting on E, ,[X (T)]. Therefore, given the reasons presented
above, our formulation will not exhibit time consistency — we call such a problem
a time inconsistent one.

Clearly, time inconsistency is a serious problem because even if we were to solve
the problem starting at (¢,x) and obtain some optimal control law, then when
we move along in time — to say t + At and with new wealth x + Ax — then the
“optimal” control law that we have previously obtained will no longer be optimal.
In other words, once we move from (¢,z) to (t + At,z + Ax), then it is possible
for us to improve our functional given the information that we have gathered on
[t,t + At] if we choose a control law different from the “optimal” one that we
calculated at (¢, x). Therefore, it is clear that very concept of optimality becomes
quite problematic and therefore, to solve the problem, we need to try a different
approach.

One such approach, known as pre-commitment [30], is where we solve the optimi-

sation problem at (¢, z) and use the control law we obtain on [t, T'] despite knowing
that the control law obtained will no longer be optimal in the future.
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Another interesting methodology, and one that we will consider in this paper,
is known as the game-theoretic approach — which we will introduce in the next
subsection.

4.1 Equilibrium control and the extended HJB equation

To get an idea of how to think about the game-theoretic approach and the equilib-
rium control, we will first discuss it in the discrete setting [31]. Thereafter, we will
use the same ideas to generalise the approach in continuous time. Before we move
on, however, we will henceforth denote the control laws in bold (like u) whereas
the possible values they take will not be denoted in bold (e.g: w,, = wup(t,, ) ).

So, suppose we are facing a time inconsistent optimisation problem where we want
to maximise a given functional J;, (x,u) over a discrete time period 0 =ty < -+ <
t, =T, where n > 1. Moreover, we will assume that our functional is of the form:

-1
J( Etz Z z kauk Xk )) +F(an71f) +G<x>En,x[X;])'

k=1

Unlike in a time consistent problem where we can simply find the optimal control
at time t; to solve the entire problem; in a time inconsistent problem, if a control
law @ is optimal starting at (t;, ), then it will no longer be optimal from (t;, X;)
onwards, for j > k. An informal way to think of it is that our preferences are
changing over time [32].

So, instead we will make use of the game-theoretic approach. First, remember
that at every point in time %y, - - - ,¢,_1, we can only choose one control u;, which
will be of the form w(ty, Xy, ),k = 0,--- ,n — 1. The idea then behind the game-
theoretic approach is to view the above problem as consisting of n games whereby
game k, where 0 < k <n — 1, is played at time ¢, and where we can choose only
our control which will be in the form of u;, as described above [33].

Since we know that our preferences are changing in the future, our choice of the
control uy, at time t; should reflect that fact. In other words, we will choose our
control at time t; by taking into consideration our future changing preferences
when we play the games at times txy1,...,%,_1. We then proceed backwards in
time, starting at time ¢,,_1, and solve the standard (and static) optimisation prob-
lem of maximising our objective function J,,_(x, u) for every starting point z € R.
We will denote the control law we obtain as 4, ,. This represents the first equi-
librium control.
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Then at time ¢,,_5, we will solve the optimisation problem Supy, Jna(x,u) —
where we can only choose w,;, , — for every starting point x € R given that once
we reach t,_;, we will use the control law 4, _,. The control law we obtain as a
result, denoted by @, _,, represents the equilibrium control law at time ¢,,_5.
Therefore, proceeding inductively backwards in time [34], we will get n equilibrium
control laws namely 4, ,- - - , U, _, which we will use at time %o, --- , ¢, respec-
tively. Glueing those individual control laws together, we thus get our equilibrium
strategy.

We will now present the above ideas more formally with the following definition
from Bjork & Murgoci [2010] [35]:

Definition 4.1. Let us consider a fized admissible control law @ and do the fol-
lowing construction:

1. Fixz an arbitrary point (ty,x) where k < n, and choose an arbitrary control
value u € U.

2. Now define a control law @ on the time set ty,--- ,t,_1 by setting for any
y €R, ay,(y) = Uy, (y) fori=k+1,--- ,n—1 and ay, (y) = u.

We say that @ is a subgame perfect Nash equilibrium strategy if, for every fixed
(tg,x), the following condition holds:

~

sup Jp(z, @) = J,(z,a).

If an equilibrium control @ exists, we then define the equilibrium value function as:
Vo(z) = Ju(z, ).
Remark:

1. Ideally, a player starting at (tx,z) would have liked to maximise Jy(x,u)
over all possible feedback control laws w [36]. However, in our setting the
player at time ¢, cannot do so as he is only allowed to choose his control at
time t; i.e. he is only allowed to choose uy [37]. This is a very important
assumption because without it, the problem becomes considerably harder to
solve [38].

2. Moreover, for the game-theoretic approach as presented above to make sense,
it is important that at t;, the player playing game k should only be able to
choose his action at that point! Had he/she been able to choose the control
at, say, tr11, then we would have two players, namely player £ and k£ + 1,
who would be playing the game at ;.
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3. The Markovian structure of our model above is guaranteed by the use of
feedback control laws. Had this assumption not been made, the problem
would have been considerably harder to solve and the results presented in
this paper would have been invalidated [51].

We will now move on to the continuous time setting where again we will have
different subgames being played. The functional that we wish to maximise this
time will be of the form:

J(t,z,u) = E [F(tx, X7+ Gt x, E [ XT]).

In continuous time, we will be playing infinitely many games on [0, 7. So, at time
t € [0,T], player ¢t will play a game where he/she can only choose a control wu,.
Similar to the discrete time case, we will still look for a subgame perfect Nash
equilibrium point [38]. Intuitively and informally, one can think that @ is the
equilibrium control law if it is optimal for player ¢ to use @ given that all players
on (t, 7] will use @ [39].

Notice that in the continuous case, it is slightly more difficult to formalise this
intuitive notion of equilibrium control as compared to the discrete setting. This
is because player t can only choose the control u; at time ¢ and is therefore acting
on a time set of Lebesgue measure zero [40]. This means that his/her actions will
not have any bearing on the dynamics of the controlled process. Thus, we will
need another definition for an equilibrium control law, which was provided given
by Ekeland, Lazrak and Privu [41] [42], which is as follows:

Definition 4.2. Consider an admissible control law @. Then, choose an arbitrary
admissible control law w and a fixed real number h > 0. Also, we fix an arbitrar-
ily chosen initial point (t,x). Then, for y € R, we define a control law wp by
up(s,y) :=u(s,y) fort < s <t+h and up(s,y) :=a(s,y) fort +h <s<T.

Then, if we have:

for all admissible control law w, we say that @ is an equilibrium control law. More-
over, the equilibrium value function s defined by:

V(t,z) = J(t,z,q).

Having defined and explained the concept of equilibrium control, we now face the
problem of finding it. To do so, we will make use of the extended HJB equation
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[52] — which we will introduce shortly. First, recall that we want to maximise a
functional of the form:

‘](t7 x, ’U,) = Et,I[F(ta &Z, X;f] + G(t7 x, Et,CC[X%L]%

where to ensure that we have a non-degenerate problem [52] , we will assume that
E, . [|F(t,z, X}]] < oo and E,,[|X}]] < oo for each (¢,2) € [0,T] x R and admis-
sible control law w.

Clearly, a functional of the above form is a simplification in the sense that we do
not have a running reward /penalty. However, as we have seen previously in section
3, our problem formulation does not have a running reward/penalty. Therefore,
the simplification presented above is enough to solve our problem. With this, let
us define the extended HJB equation [44] where in the definition below, A"h de-
notes the infinitesimal generator of the function hA. Note that unlike the general
definition of the infinitesimal generator, ours will include the term %—i‘(t, T) .

Definition 4.3. [/5] The extended HJB system of equations for V, f and g is
defined as follows:

1. For 0 <t < T, the function V is determined by:

sup { (A“V)(t,z) — (A“f)(t, z, t,z) + (A" f)(t, ) — A (G o g)(t,z) + (H"g)(t, )} = 0.

ueU

with boundary condition being given by:

V(T,x)=F(T,z,z)+G(T,x,x).

2. For every fized s € [0,T] andy € R, the function (t,x) — f*¥(t,x) is defined
by:
A%f(t,2) =0, 0<t < T. (4.1)
f(t,z) = F(s,y,x).
3. The function g(t,x) is defined by:

Alg(t,z)= 0, 0<t<T. (4.2)
g(T,z) = w
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In the above definition, we have used the following notation:

f<t7 x7 87 y) = fsy(t7 x)'
(Gog)(t,z) = G(t x,g(t, x))
Hig(t,z) = Gy(t,z, g(t,x)) x Ag(t, ).
)

= a—y(t,x,y).

Moreover, @ represents the control law which achieves the supremum in the first
equation of the extended HJB system. Also, we have a probabilistic interpretation
[53] for the functions f and ¢ in the sense that they are both expectations given
by:

Yt x) = B [F(s,y, X)), 0<t<T. (4.3)

glt,z) =E[XP], 0<t<T.
This probabilistic interpretation will be very useful when actually using the ex-
tended HJB system. This is because it will allow us to find an appropriate ansatz

to solve the equations from the extended HJB. We will see this in more detail in
the next section.

Notice that while the reader might reasonably expect @ to be an equilibrium con-
trol law, we actually need the verification theorem to confirm it. First, however,
we will need to define a new function space. This is done below.

Definition 4.4. [5]] Consider an arbitrary admissible control law w. We say
that a function h : Ry x R® — R belongs to the space L2(X™) if it satisfies the
condition:

T
E: . {/ Hhx(S,Xf)a“(s,X;‘)W ds| < oo,
t

for every (t,z). In this expression, h, denotes the gradient of h in the x-variable
and o* is the diffusion part of the SDE governing the controlled process X}*.

We can now state the Verification theorem as follows:

Theorem 4.1 (Verification theorem). [55] Assume that (for all s and y) the func-
tions V(t,x), f¥(t,x), g(t,x) and 4(t, x) have the following properties:

1. V, f*¥ and g solve the extended HJB system in Definition 4.5.

2. V(t,x) and g(t, ) are smooth in the sense that they are in CY2, and f(t,x,s,y)
is in C1212,
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3. The function @ realises the supremum in the V-equation, and @ is an admis-

/.

stble control law.

V, [, g and G o g as well as the function (t,x) — f(t,z,t,x) all belong to
the space L3(X?).

Then @ is an equilibrium law, and V is the corresponding equilibrium value func-
tion. Furthermore, f and g can be interpreted according to equations (4.3) and

(4.4).

Therefore, given the regularity constraints given above, we know that if we were
to find a solution to the extended HJB system, then we have effectively found an
equilibrium control law for a time inconsistent problem with a functional J(t, z, u)
as defined previously.

While the extended HJB is undeniably helpful in finding the equilibrium control for
a time inconsistent problem such as the one we posed in section 3, it is important
to note the following points:

1.

It is not always possible to solve the extended HJB system for any given
function F' and G as given in our functional J (¢, x,u).

The equilibrium control law that we get if we manage to solve the extended
HJB system need not be unique [46].

In the cases where it turns out that the equilibrium control is not unique,
the extended HJB does not tell us which equilibrium control is best for our
problem.

The Verification theorem tells us that if we manage to solve the extended
HJB, then we get an equilibrium control law @ (that is given by the maximis-
ing of the V-equation) together with its the corresponding value function V.
Conversely, if there exists an equilibrium law @ with its the corresponding
value function V', then we can only conjecture that V satisfies the extended
HJB system and that @ is the supremum in the V-equation (given certain
regularity conditions) [56]. As of yet, this conjecture has not been proven.

Notice that if our functional is in standard form i.e. we have a time consistent
problem, then the extended HJB is simplified to the standard HJB equation.

So, we have seen that by solving the extended HJB system, we can find an equi-
librium control law for our time inconsistent problem. So, in the next section, we
will use this to derive some results on the form of the equilibrium control law.
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5 Applications of the extended HJB equation

Having presented the extended HJB system, we will now focus on how to use it
on our time-inconsistent problem which has the following form:

max By, [(T — )X (T) — A(t,z) X*(T)] + At, z) (B[ X (T)])?,

ueU

given that:

2,2
ou;

dX(t) = [r + (0 —r)uy — } dt + [ou,] dW,;

= adt + 5dW,,

2,2
7 ut} and & := [ouy] .

where [i := [r + (p—7)uy —

Note: Clearly, i and ¢ are functions and not constants. However, as a matter of
convenience, we will write them without explicitly showing their dependence on wu,
(also keep in mind that u; = u(t, X;) for some function w). Moreover, as a matter
of notation, we will denote X (t) by X/* to show its dependence on the control.

It is clear from our problem above and the extended HJB that the functions F
and G are given by:

Ft,z, X7) = (T — ) X3 — A(t, 2)(X7)?
— F(t,z,y) = (T —t)y — A(t, 2)y’.
Moreover,
G(t, 2, B o[ XP]) = A(t, @) (By o[ XF])?
- G(t,z,y) = At 2)y°.
Notice that this means that our terminal condition becomes:
V(T,z) = F(T,z,v) + G(T,z,x) = (T —T)x — \t,x)z* + \(t,z)z* = 0.

To solve the problem, we will first start by calculating each of the individual terms
inside sup,¢;,{.} in the extended HJB system. In the derivations that will follow,
we will use the following shorthand notations:

L V=20t x), V, = 2 (t,2), Vo = 25 (¢, 2).

2. f; = g—{(t,x,t,x), fo = %(t,a:,t,:v), fs = %(t,x,t,x), fy = g—g(t,x,t,x),

82 02 02
fow = Té(t,x,t,x), fay = ay—aj;(t,x,t,x) and f,, = 8T£(t,:c,t,:c).
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2
3. g = g(th)a gt = %(t,[[‘), gz ‘= %(t,l’), Jrz = ng(t,l’)

4. Gy = Gtz g(t,2), Go = Gtz g(t,2)), Gy = Fo(t,2,9(t,2)), Guw =

9y
8—G(t z,9(t,x)), Gy = gxay(t,x,g( z)) and G, = %yG(t x,9(t,x)).

5. X = At a), A= 2(t,x), Ay i= 2(t,x) and Ay, = 22 (L, 2).

Moreover, we will also denote by A"h the infinitesimal generator of a general
function h corresponding to the control u (remember that our definition of the

infinitesimal generator will include the term g}t‘)

So, we have:
~2

(A"V)(t, ) = Vit iV + 5 Vi

Next we will calculate (A"f)(t,z,t,z). But first, we will calculate df (¢, x,t,x)
using [t6’s lemma as follows:

df (t,x,t,2) = fidt + fodX;* + fodt + f,dX}" + E [ Foa(dX0)? + 2f0y (dX)? + fyy(dX)?]

b ot B+ ) O o+ 2o+ fi)| 4 U+ )]0

Therefore, we have:

[\3|q[\*,

(A'f)t,z,t ) = fi + fo + il fo + fy) + 5 (for + 2fay + foy)

The third term we have to calculate is (A" f*)(t, z). Remember that the operator
will not act on the upper case index variables as they are viewed as fixed. Then,
it can easily calculated and is given by:

~2

(AN t.2) = fot fifo - foa

Next, we will calculate A*(G o g)(t,z) = A"G(t, z, g(t,x)). We will do so by first
calculating dG (¢, z, g(t, x)) using It6’s lemma. So,

1
2
+ G.dX}' + G,dg(t, X}')

AG(t, ., 9(t, 7)) = 5 [CraldX}) + 260, (dX})(dg(t, XP)) + Gy (dg(t, X)) + Godt
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~2
= Gydt + G,[jdt + 5dW,] + G, { gedt + go[fidt + 5dW,] + % gmdt}

~2

+ % [Gm + 2G 1y 92 + nygﬂ dt.

Therefore,

. . 52 o
Au(GOg)(t, .%') = Gt+qu+Gy |:gt + MGz + ?gmz:| + ? [Gm: + 2ngxy + g:%ny] '

We are now left to calculate (H"g)(¢, x) which can be easily calculated and is given
by:

u u ~ 5-2
()0, = G (t.0,9(0,0) x A'9(0.0) = Gy |+ g + T
Therefore, the function J*(¢,z,u) inside sup,,{.} in the extended HJB equation
can be simplified as follows:
o o
J*(tvxau) =Vi+ [va + ?wa - fs - ﬂfy - 7(2fxy + fyy) -Gy — ,[lGx
~2

o

Notice that only ji and 6 depend on the control u. Therefore, the extended HJB

equation can be simplified as follows:
5.2

‘/t_fs_Gt + sup {[‘/r - fy - Gm]/l + 9

ueU

Vea — 2fey — fyy — Gue — 29:Goy — gachyy]} =0.
Of course, the terminal condition is given by V(7' z) = 0.

Moreover, from our problem formulation, we know that the equilibrium value
function will be given by:

V(t,2) = f(t,a,t,2) + Alt,2) [g(t, 2)].
This will therefore allow us to simplify the extended HJB system further and find

a system of PDEs which will help us in finding the equilibrium control — if indeed
it does exist. So, we will now find the partial derivatives of V (¢, x) as follows:

Vi =fi + fs + (At 2)][299:] + ¢° M
=fi + fs + 299\ + ¢° M.
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Similarly,

Ve =fo+ fy + (Mt 2)][299:] + Ao
:fx + fy + QQQz)\ + 92)‘90-

Finally,

Vs :[f:c:v + f:cy] + [fxy + fyy] +2 {)\[ggm + gi] + (gg:c)/\x} + 92>\m + )\x[Qggx]
= frz + 2fay + fyy + 279900 + 52 + 97 Aza + 4Aalag.

Lastly, to derive the results, note that G(t,z,y) = A\(t, x)y?. Therefore,
Gy =My Go = Mt Gy = 20y; Goz = Aaoty?s Gay = 2Xay; Gyy = 2).

Therefore, from the extended HJB equation derived above and the fact that the
partial derivatives of the function G are evaluated at the point (¢, z, g(t,x)), we
note the following:

1.
Vi— fs = G =fi+ fs 299N+ N — fs — 9N
=fir + 29g:A.
2.
Vx - fy - Gz :fx + fy + 2>‘ggac + 92)\x - fy - )\IQQ
=z + 2Ag9..
3.

Viz — 2fmy - fyy — G — QQ:EGmy - ngyy = foe + 2fry + fyy + 2)‘[991:1: + 9925]
+ 4/\:vgxg + 92/\351: - 2facy - fyy

=foz + 20992z

Therefore, our extended HJB equation can be simplified to:

_ a5
U
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where the terminal condition is given by V(7' x) = 0.

Now, as a reminder i = r + (u — r)u — “22“2 and ¢ = ou (for a fixed u € U).

Moreover, let us define the following functions:
O(t,x,t,x) = fr + 2 g9, and V(t,x,t,2) = frx + 2X9Gsz-

In the above, the partial derivatives of f are evaluated at (t,x,¢,x) while those
of g are evaluated at (¢,x). Also, for the calculations that follow, we will use the
following shorthand notation: ® := ®(¢,z,t,x) and ¥ := V(¢ z, ¢, x).

So, our extended HJB becomes:

2 2
fi+ 299X + r(f + 2Xgg.) + sup {(u —r)Pu— S du’ + %W} =0
ueU

2
= fr +7fe+2Xglge + 79| + sup {%(\I’ — ®)u? + (u— r)(I)u} = 0.

ue (*)

Notice that the expression inside sup,{.} above is a simple quadratic equation.
Also, since we are considering the supremum, we know that the problem will
only make sense and be economically feasible if the coefficient of u? is negative.
Therefore, we require that:

U—0<0 <= for— fot+2)9(goz — gz) <O.

The equilibrium control is then easily calculated, by first order condition, to be:

ﬁ(t,&?) — (:u B T>CI) _ (M B T) f:c + 2)\9959

o (¢ — V) o? Jo = foo +209(90 — Gua) |
Notice that this is well-defined since the denominator is non-zero as we have as-
sumed that [f; — fex + 2A9(9z — gue)] > 0. It should also be clear that we are
no closer to finding a useful equilibrium control because the control above is in
feedback form. Indeed, we will need to solve a set of partial differential equations
— if indeed they can be solved — to find the solution we are looking for. These
PDEs are found from the additional conditions in the extended HJB system.

So, we also have the following sets of equations:
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Ag(t,z) = 0.
) 0.2 . 0.2 .

— 9+ g |7+ (p—r)d— 7U2 + ?gszQ =0
N o? ~9

The terminal condition is given by g(t,x) = x.

Aﬂfm(t, z)=0

- fetrfet+ (p _T)fmu+ (facac f:c) = U (2)

The terminal condition is given by f(T,z) = (T — s)z — \(s, y)x?

So, by plugging in the equilibrium control we found, the extended HJB equation
(%) is further simplified to:

o2
fe+rfo+2Xglge +rgo] + (n —r)Pa — 7(@ )i = 0.
And therefore,

0.2

Jo+rfe+ 2)‘9[% + Tga:] + (:u - r)[fx + 2/\9990]@ - 7(]6:6 + 20990 — fow — 2)‘99901:)@

| |
o

The above can be simplified to get:

02(f:r};1: - fx)’ELQ
2

02 (g;vx - g:r:)’ll2

+2XMg |9 +79: + (1 — 1) g0 + = 0.

Notice therefore that the extended HJB equation is equal to [2Ag x (1)] + (2),
where (1) = (2) = 0. Therefore, we only need to solve equations (1) and (2) to
solve the whole system and find our equilibrium control law.
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To summarise, the equilibrium control law @(¢, ) can be found explicitly as follows:

(u—r) fo 4 20029

St o) —
W) = T T T oale — o |

where f(t,z,t,x) and g(t,z) are solved by the following equations:

2
N g “
ft +Tfm + (,U/ - T)fmu+ g(fmx - fx)u2 - 07
~ o? ~9
9e +1ge + (1= 7)90 + 5 (grz — 9:)0" = 0,

with boundary conditions being;:
f(T,z,s8,y) = F(s,y,2) = (T —s)x — \(s,y)z*> and ¢(T,z)=z.
Then, the equilibrium value function is given by:
V(t,x) = f(t,z,t,x) + A, 2)[g(t, 2)).

Notice that in general we cannot always solve for the equilibrium control law from
the PDEs above. In fact, we do not even know whether the equilibrium control ac-
tually exists for the problem above. Worse still, even if an equilibrium control law
exists (together with its value function), we can only conjecture — not prove —
that it will solve the above extended HJB system given some regularity condition.
All that we know for certain is that if somehow we manage to find a solution to
the above extended HJB system, i.e. we can find the functions f,g and V' such
that the above equations hold, then we have an equilibrium control law w(t, x)
which is given by the supremum of the V-equation in the extended HJB system.

Having derived a general result for our problem, we will now look at more concrete
applications by choosing a specific form for the risk aversion index.

5.1 Constant risk aversion index

One of the most obvious choices for the risk aversion index is a constant. Let us
denote this constant by n > 0. Notice that we will still choose a positive risk
aversion index to make it explicit that the investor is risk averse.

While it seems quite simplistic to choose A(t,z) = 7, we must realise that in real-
ity and over an investment period [0, 7], how risk-averse an investor is generally
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does not change. Indeed, people who do not like to take risks will most likely be
consciously choosing lower-yield investments because they are not very risky and
vice versa. Therefore, how risk-averse an investor is boils down to the investment
personality of the latter which does not change, if at all, much over time.

On a more mathematical note, it makes sense to choose A(t,z) to be a constant
because our problem consists an optimisation problem involving the annualised
log-return of our investment. What this means is that, by taking log-returns, we
are already removing the dependence on our current wealth. This is because a re-
turn of $100 out of a starting capital of $1,000 corresponds to the same percentage
return — of 10% — as a return of $100,000 out of a starting capital of $1,000,000.
So, our initial wealth level does not matter. Moreover, by further annualising our
log-return, we should be indifferent about the length of the investment period [t, T']
and thus of our starting point ¢. For example, a return of 20% over a period 2 years
is equivalent to a return of 10% over a 1 year period. Viewed from this perspective
then, by choosing to formulate our problem with the annualised log-return, we
should in theory be indifferent to what our wealth is and where we start from.
Thus, it is reasonable to assume that A(t,z) = 7.

So, our problem will be of the following form:

max B, [(T = ) X(T) = nX*(T)] + 1 (Eo[X(T)))’,
given that:

2,2

dX(t) = |r+ (M — T)Ut — UQUt dt + [O"U/t] th

= adt + odW;.
So, from the above formulation, it is clear that:
F(t,x,X}) = (T — )X — n(X7)?
— F(t,z,y) = (T - t)y — ny*.
Moreover,

G(t, 2, By o[ X%]) = n (Ep o [XH])?
— G(t,z,y) = ny’.

Notice that F' does not depend on the variable x; while G depends only on the
variable y. Now, from the definition of the extended HJB system and our problem
formulation, the following holds:

ftx,s,y) =By [F(s,y, X3)| = Bep [F(s, X7)] = f(t, 2, 5).
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Therefore, f,(t,x,t,x) = fu,(t,x,t,2) = fu,(t, 2, t,2) = 0.

Moreover, \(t,z) = A\(t,2) = Au(t,z) = 0. Also, Gi(t,z,y) = G.(t,x,y) =
Gl“y<t7 l’,y) = G:m:(t’x, y) =0 and ny = 277

So, using the results we derived previously, our extended HJB equation becomes:

_ 52

uel 2
2,2 2,2
— (W—fs+r%)+sup{(u—7")%u— Vet [Vm—zngi}} =0
uel

2

= (W—fs+7"/;;)+sup{[(M—T)Vm]u+a_

up 5 [Vm — 2779925 — Vf,;] u2} =0.

Notice that for the problem to be well-posed, we need V., < 2ng?+ V,. Assuming

that this holds true, then by first-oder conditions, the equilibrium control is given
by:

(b—r)Va

TTom 2 — (%)

To solve the above, problem, let us suppose that @(t, z) is a deterministic function

of time only i.e. @(t,x) = @(t). If that is true, then from section 3, we know that:

XD s ~ A (24 [yt - T /fa?a%s)ds)

Therefore, E,, [X®(T))] is of the form E,, [X*(T)] = g(t,z) = = + b(t), where
b:[0,7] — R is a deterministic function given by:
o?u’(s)

0 ;:/t ot = ryals) - = s

Moreover, Vary, [X%(T)] = a(t), where a : [0,7] — R is a deterministic function
given by:

u(t,x) =

T
at) = / o22(s) ds.
t
Now, notice that:

V(t,z) = (T — t)Ey, [X*(T)] — nVar,, [X*(T)]
= (T —1t) x [x 4+ b(t)] — na(t)

= (T =t)z+ [(T — t)b(t) — na(t)]

= (T -1

x +c(t), where c(t) := (T — t)b(t) — na(t).
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Therefore, V,.(t,x) = (T —t), Vou(t,z) = 0 and Vi(t,z) = —x + /(t). Moreover,
9e(t,7) = 1, gau(t, ) = 0 and g, (¢, ) = U'(2).

Hence, we find from (¥*) that our equilibrium control is as follows:

a(emy = DT =0
o [2n+ (T —1)]

The above represents the proportion of our wealth that we should invest in the
risky asset at any point in time. Notice that our equilibrium control depends only
on t and not of our log-wealth x. This, of course, is not very realistic in practice.
However, notice that if instead of using an ansatz where @(t, z) is a deterministic
function of time only i.e. we use one which depends on (¢, z), then our problem be-
comes significantly harder to solve. Indeed, finding the above equilibrium control
hinges on the fact that if (¢, ) is a deterministic function in time, then we know
the form of the functions V'(.,.) and g(.,.). Without that assumption, it becomes
almost impossible to make a reasonable guess for V(.,.) and g(., .).

While our initial reaction to the equilibrium control is that it is rather simplistic;
by conducting some analysis — as we will do shortly — we can, however, assure
ourselves that the control is indeed reasonable and makes economic sense.

Recall that X%(T) = log[Y%(T)], where Y#(T') is our wealth at time T where we
have used the equilibrium control. So,

Eio [X*(T)] = Ei, [log [Y*(T)]]
< log [E¢, [Y*(T)]] , by Jensen’s inequality.
Therefore,
Ei. [YHT)] 2 exp{E;, [XUT)]} = e =y,

where y = e* is our wealth at time t.

Now, b(t) is found as follows:

252
o*u (s)d

b(t) = /t r+ (up—r)u(s) — 5

B P TES SO T S
B (T =) 20%y+ (T = 5)P

:r(T—t)+%(“_T)2(T—t)—(“_T>2 (T —1)

o o 2n+T —t

S
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The last line follows by using standard integration techniques and partial fractions.

Therefore, we have:

Ei. [Y*(T)] > yexp {T(T—t) +% <M_T>Q(T_t) B (u—r)2 n(T —t) }

o o n+T —t
>ye" T forp>0andt < T.

The last line follows from the fact that the RHS of the inequality above is decreas-
ing in 7, which can easily be proved using standard calculus.

Moreover, we can calculate Var,, [X%(T)] = a(t) as follows:

a(t) = /tT o?u’(s)ds
- (M;)/ FESEE
_ (M ; 7’)2 {(T — 1) + 4nlog (27] f; - t) + 22?;]EFTT__t)t} :

Now, since lim,_ b(t) = r(T —t), we have that lim, . E;, [X*(T)] = z+r(T -
t). Moreover, lim,_,,, Var, [X“(T)} = lim, , a(t) = 0, using L’'Hopital’s rule.
Therefore, we can conclude that X®(T) - z +7(T —t) as 7 — oo. So, using the
Continuous Mapping Theorem [47], we have that:

Yﬁ(T> _ eXﬂ(T) Py grtr(T-t) _ yer(T—t)‘

What this says is that if we are become increasingly risk averse, the growth of our
wealth will converge towards the risk-free rate (in probability). This should also
be obvious from the fact that the equilibrium control tends to zero, almost surely,
as 7 — 0o, which means that we will not invest at all in the risky asset (except
on a set of measure zero). Moreover, E,, [X%(T)] is decreasing in 7. This just
says that to get a greater expected log-return, we need to be less risk-averse — we
need to take more risk. Thus, from the above, it is clear that the properties of our
equilibrium control does indeed make economic sense.

Moreover, we find that our equilibrium control, while quite simplistic, does in-
deed provide us with a terminal expected return greater than the risk-free rate.
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Therefore, the use of such a strategy can surely be justified.

Note: Notice that while we have derived a general result for the equilibrium con-
trol, it is much simpler in the above example to proceed using the unsimplified
version of the extended HJB equation. This is because in the above example, we
could find an appropriate ansatz for V' and g which greatly simplifies the problem.
This, of course, is not always possible for other problems.

5.2 Modified Basak-Chabakauri problem

Let us now consider a different function for A(¢, ). The function we will use is
A(t,x) =n(T —t),n > 0. Notice that our choice of A(¢,z), which as we discussed
before represents how risk averse we are, is decreasing in t. The reason for this
choice is that as we get closer and closer to the end of our investment period, we
might be more willing to invest in a risky asset as we do not expect the risky asset
to move drastically in such a short period of time. So, even if we face a downside
move in the risky asset, we would not expect it to be very substantial. Thus, we
might be tempted to take on more risk and to indicate this behaviour, our risk-
aversion must decrease as we move forward in time — hence explaining our choice

for (¢, x).

At this point, notice that it is easier to simplify our objective problem rather than
to calculate all the derivatives as presented in the general case. Of course, this
trick does not work in all cases and therefore, the problem can be significantly
harder, or even unsolvable, for some other function \(¢,x).

So, choosing A\(t,x) = n(T —t), then our problem becomes:
max B, [(T — )X (T) — (T = )X (D)) + (T — t) (B[ X (T)])".

ueU

This, of course, is mathematically equivalent to the following problem:

max E, . [X(T) — nX*(T)] + n (E..[X(T)))?,

ueU

with the dynamics of the controlled process being given by:

ou?
dX(t) = |r+ (up—r)us — 5 dt + [ou] dW;
— fdt + 5dW,,
o2u?

where ji =1+ (1 — 1r)u; — —5+ and ¢ = ouy.
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Notice that with our choice of \(¢,2) = n(T —t), our problems closely resembles
the Basak-Chabakauri [48] problem. However, instead of maximising the expected
terminal wealth given a certain risk level; our problem reduces to maximising the
expected terminal log-wealth given a certain risk level. Moreover, in our problem,
the dynamics of the controlled process differs from the Basak-Chabakauri one.

Proceeding with our problem, we have F(t,z, X%#) = X% — 5 (X%)*. Clearly, the
function only depends on the terminal value. Therefore, F'(t,z, X}) = F(X}) =
X% — nX%. On the other hand, G(t,z,E, . [X¥]) = G(E.[X¥]) = (B .[X¥])2.

Moreover, [f¥(t,x) = Ei.[F(s,y, X2)] = E;.[F(X%)] in our case. Therefore,
f¥(t,x) = f(t,z,s,y) = f(t,x). Therefore, in our extended HJB equation A" f** (¢, x)—
A" f(t,z) = 0. Thus, our extended HJB equation can be simplified to:

sup {(A"V)(t,z) — A (G o g)(t,x) + (H"g)(t,z)} = 0.

ueU

with the boundary condition being given by:
V(T,r)=F(T,z,2) + G(T,z,x) = F(z) + G(x) = x — na* + na* = x.

We will now calculate all the terms inside the extended HJB equation. First,

~2

(A"V)(t2) = Vi + Ve + 5 Vi
As for the second term of the extended HJB, we have:
d[G o g(t,x)] = d[ng’]
= 1 {2gg:dt + 29g,[fadt + 5AW,] + [99s. + g2l dt}
= A"Gog(t,z) =n x {299 + 2199 + 6°[99z0 + 93] } -
For the third term, we can calculate it as follows:
Hg(t,z) = Gy(g(t, x)) x A"g(t, x)

N a2
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Therefore, the extended HJB equation can be simpliﬁed to as:

sup {Vt + iV, +Z Vm neg;
ueU

— sup {V} + iV, —l— 27793: }

ueUd
2,2 2,
— supq Vi + Vi, T+(M—T)U—Ju +U 277% =
ueU 2 2
o 21, 2
_— Vi + 1V, + sup (M—T)‘/;:u+?[‘/;:x_‘/:n_2ngx]u =0. (1)
ueU

From equation (1) above, we see that we have to find the maximum of a simple
quadratic function. So, for the above problem to make sense, we need V,, — V, —
2Mg? <0 <= Vo < Vi + 2ng2.

The optimisation problem yields an equilibrium control in feedback form. We will
denote it by @(t), where again we assume the control is deterministic in ¢. So,

(—7)Ve
o2[Vy + 2ng2 — Vi)

a(t) =

Plugging the above equilibrium control into our extended HJB equation, we get:

_ 2v2 2 ‘/z 2 2 _ V;cx _ 2v2
VeVt (1 —1)?V; (o (Ve + 2ng; ) X (p—1)°V; _ 0
02 [Vy + 2092 — Vi 2 x ot (Vp +2ng2 — Vi )?
(u—7)*V7 (u—r)*V72
— Vet AV 20— Vi) 202V + 2002 — Vi)
_ 2v2
—= ViV, g TV

202(V, +2ng2 — Vi)

Notice that V (T, z) = x. Therefore, we will use the ansatz V (¢,x) = A(t)z+ B(t),
with A(T) =1 and B(T) = 0. So, Vi(t,z) = A'(t)x + B'(t); V(t,z) = A(t) and
Vi (t, ) = 0. Moreover, we also know that g(7, z) = x. Therefore, we will use the
ansatz g(t,z) = a(t)x + b(t), where a(T") = 1 and b(T") = 0.

Remark: The ansatz proposed above follows immediately from the fact that @(t)

is a deterministic function of time only — which is the approach we used in the pre-
vious example. The intention here, however, is to make the reader realise that in
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a general case, we do not necessarily know the form of either V' or g, and therefore
have to resort to guesswork to further simplify the PDEs involved. In this case,
we guess the form of V' or g based on their terminal value.

So, we can simplify our extended HJB equation as follows:

= rPAW)
202[A(t) + 2na?(t)]

A'(t)z + B'(t) + rAt) +
Notice that since the above holds for every € R, then the following equations
must hold:
A'(t) = 0.

(i=rPAW)
202[A(t) + 2na?(t)]

By simple calculus, A'(t) =0 and A(T') = 1 implies A(t) = 1.

B'(t) + rA(t) +

The second equation therefore becomes:

(n—r)?
202[1 + 2na?(t)]

B'(t)+r+ = 0, (1)

and our equilibrium control can be further simplified to:

o (=)
M) = G 2]

We will now use the other conditions of the extended HJB system. So, first of all,
252

we have A%g(t,z) = 0. Let us first denote fi := [7“ + (p—r)a(t) — %(t)] and
o = [oa(t)].

Therefore,
Atg(t, ) =
/ / (M_T)z J2(M_T)2
— d(Be+ V() +alt) { TP one(t)] 200+ 2na2<t>12} )
! / (:u - T,)Z (’u _ 1”)2 =
— (D) + V() +alt) {T T ma)] 2071+ WG)P} -
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Again, the above holds for every x € R>y. So, the following equations must hold:
a(t)= 0.

(/l — T)2 o (:u — T)Z -0 (i)
o?[1+2na?(t)] 2021 + 2na?(t)]? '
We know that a(7") = 1, and this together with the ODE a/(t) = 0 implies that
a(t) =1.

V' (t)+alt) |r+

Now, we can simplify the equation (1) as follows:

Bty +r+ 202[(1M+_2;f2<t>] =0
= B'(t) +r+ 20(2/“0(1;:);]) =0
— B(t)—B(T):—{rnL%(f(l;:);)}(—T)
— B(t) = {7"—1—%} (T — 1), as B(T) = 0.

Moreover, from (f) and terminal condition b(7") = 0, we have:

, (1 —7)? (p—r)?
oe) + alt) [ TP+ 2ne(t)] 2070+ 2na2<t>12] -
/ (u—1)’ (=) | _
- o)+ [r * o2(1+2n) 20%(1+ 277)2] -

Therefore,
(p=r3  (u—r)
o?(1+2n) 202(1+ 2n)

b(t) = {H 2] (T — ).

Finally, combining the results we have obtained above, we get:

Vit,z) =z + [r—i—%} (T —1).
B (n—r)? (n—r)?
g(t,x) =z + {” 21427 20%(1 +2’rz)2} (T=1).
o (p=r)
U=y
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This time our equilibrium control is a positive constant. So, we will hold a constant
proportion of our wealth in the risky asset. Moreover, this is a long-only portfolio.
Again, we find that our control is simplistic; however, preliminary analysis shows
that it does indeed make sense. For example, our equilibrium control decreases
as we increases n — meaning that we will hold less of the risky asset if we become
more risk averse.

Furth tice that g(t, ) = E, ,[X3] = +[ S (Tt G (T L
urthermore, notice that g(¢, x el X7l = 247 + Sagan — wrirane

is a decreasing function of 7. So, ¢g(t,x) > x4+ (T —t). Had we only invested into
the risk-free asset, then our expected log-wealth would have been only z+r(T —1).
Hence, because our expected terminal log-wealth is greater than what it would
have been had we invested only into the risk-free asset, it makes sense to use the
equilibrium control. Of course, this argument holds because we know that the
equilibrium control has taken into account our risk preferences.

Remark: Notice that by using a more “complicated” risk-aversion index (i.e.
At,z) = n(T — t) instead of A(¢,x) = 1), we get a much simpler equilibrium
control. In fact, one can argue that in the case where A(¢,z) = 7, the equilibrium
control we get is more meaningful — given its dependence on time — than the one
above where we simply hold a constant proportion of wealth in stocks.

6 Equivalent time consistent formulation

One interesting property of a time-inconsistent problem in the present framework
presented is that there always exists an equivalent time consistent problem [49].
While this does not have many practical applications, we will still provide the
equivalent time-consistent formulations to our examples above for the sake of com-
pleteness.

Remember that the normal HJB equation is of the form:

~2
sup {Vt + aVy + %Vm + C(t,x,u)} =0, V(T,z)=F(x),

ueld

which is used to solve a problem of the form:

T
V(t, z) = max By, { / C(s, X, us)ds + F(X2)
t

ueld
Moreover, the controlled process is governed by the SDE:
dX;u = /L(t, XZL, ut)dt + O'(t, X;L, Ut)th, Xt =X.
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In the above, we have used the following notation: i := u(t, X}, u;) and ¢ :=

o(t, X}, us). In our case, i = [r + (e —r)u, — Uzu%} and 6 = [ow).

Notice that in the case where A(t,x) = n, our extended HJB equation is given by:

~2
sup {Vt + Vofi + %Vm o fs} =0, V(T,r)=0.

uel

Since —a*ng2(t, z)— fs(t, v, t) = —o*nu?g>(t,x)— f(t, z, t) depends only on (¢, z, u),
then it is clear that if we define C'(¢, z,u) := —o?nu?g2(t, z)— fs(t, z,t) = —o*nui —
fs(t,z,t) = —o*nu?—z—b(t) and F(X%) = 0, we get the equivalent time-consistent
problem.

Remark: We have used the same notations and solutions as presented when solv-
ing our problem when A(t,z) = n. So, refer to section 5.1 for the definitions of
b(t) and g,.

So, the time-consistent problem when A(¢,z) = 7 is given by:

ueld

T
V(t,z) :=max E,, {—/ olnul + XY + b(s)ds} , V(T,x)=0.
¢

Moreover, the controlled process is governed by the SDE given by:

2,2
o Uy

2

dXZL = |:T’ —+ (,LL — T)Ut — :| dt + [O'Ut] th, Xt = X.

Similarly, for the case where \(¢,x) = n(T — t), the extended HJB is given by:
~2

sup {v; + iV, + %Vm - 775293} =0, V(T,z)=u=.
uelU

Since —nd?g? = —no*u?g?(t, z) depends only on (¢, z,u), then it is clear that if we
define C'(t, z,u) := —noulg>(t,x) = —no*u?, we get the equivalent problem.

Therefore, we can define the equivalent time-consistent problem as:

T
max E: . [X% —/ nou? ds} .
t

ue
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given that dX}* = [r + (o —r)uy — 02;? dt + [ou] AWy,  X; = .

Remark: Notice that we first need to solve the extended HJB system fully to be
able to formulate its equivalent time consistent problem.

7 Conclusion

The Markowitz formulation of finding the optimal weights which maximise the
final expected return of a portfolio given a pre-determined level of risk is without
doubt a brilliant idea. However, it is also fraught with several weaknesses. To be-
gin with, the problem is static. This means that once we find the optimal weights
at time ¢ = 0 to build our portfolio, we can no longer adjust the weights again
in the future. This is clearly a very big weakness since in practice, investment
managers consistently adjust the weights of the securities in their portfolios.

So, to remediate this issue, we have formulated our problem in a continuous and
dynamic setting whereby at every point in time, we will be allowed to rebalance
our portfolio. Once we move to the continuous time setting, however, it becomes
crucial to change our definition of returns as used in the MPT — which is why
we have used log-returns. Additionally, we will annualise those returns to enable
comparison over different investment periods. Our objective, then, much like in
the standard Markowitz formulation will be to maximise the final expected annu-
alised return of our portfolio given a certain risk level at every point in time.

This approach, however, has a drawback in the sense that it is a time-inconsistent
problem. What this means is that if we were at time ¢ with log-wealth x and found
the optimal weights to hold at every subsequent time and wealth, then as we move
along, we will actually find that those weights will actually no longer be optimal.
Clearly then, the standard concept of optimality becomes very problematic.

This is why we have used a different approach and introduced the concept of equi-
librium control. Broadly speaking, this means that we view our problem as a series
of games being played at every point in time, and where the player at time ¢ can
choose the weights of the risky asset that he can hold. The key then to solve the
problem is, loosely speaking, to find the best control now given that the players
after us will choose a control to maximise their own objective function.

We have seen that by using this approach, we can indeed get a sensible equilib-

rium control. However, it is also obvious that because our equilibrium control is a
function of time only, it is too simplistic. Of course, we would have preferred our
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equilibrium control to depend on our wealth also, but as we have discussed, such
a control — although it might exist — is incredibly hard to find.

On the bright side, however, the equilibrium control law we found in our example
gives us an expected final return greater than the risk free rate. This, combined
with the fact that the equilibrium control has taken into consideration our chang-
ing risk preferences in the future, enables us to conclude that it does make sense
to use them when managing our portfolio. Moreover, we have also seen that the
equilibrium control laws we derived make economic sense — they behave in a way
that we would expect them to based on economic theory.

One final point to bear in mind is that an equilibrium control law may not be
unique. Indeed, there may be other functions which satisfy the extended HJB
system but which will not yield the same equilibrium control. So, uniqueness of
the control is certainly an issue. With non-uniqueness of an equilibrium control,
we obviously would want to know which equilibrium control is best and makes the
most economic sense. However, this turns out to be an incredibly complex problem
for which no meaningful results have been provided so far. Unfortunately, the same
is also true when it comes to proving that a solution to the extended HJB system
actually exists.
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